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Abstract. The Within-Cluster Sum of Squares (WCSS) is the most used crite-
rion in cluster analysis. Optimizing this criterion is proved to be NP-Hard and has
been studied by different communities. On the other hand, Constrained Cluster-
ing allowing to integrate previous user knowledge in the clustering process has
received much attention this last decade. As far as we know, there is a single
approach that aims at finding the optimal solution for the WCSS criterion and
that integrates different kinds of user constraints. This method is based on integer
linear programming and column generation. In this paper, we propose a global
optimization constraint for this criterion and develop a filtering algorithm. It is
integrated in our Constraint Programming general and declarative framework for
Constrained Clustering. Experiments on classic datasets show that our approach
outperforms the exact approach based on integer linear programming and column
generation.

1 Introduction

Cluster analysis is a Data Mining task that aims at partitioning a given set of objects
into homogeneous and/or well-separated subsets, called classes or clusters. It is usually
formulated as an optimization problem and different optimization criteria have been
defined [18]. One of the most used criteria is minimizing the Within-Cluster Sum of
Squares (WCSS) Euclidean distances from each object to the centroid of the cluster
to which it belongs. The well-known k-means algorithm as well as numerous heuristic
algorithms optimize it and find a local optimum [27]. Finding a global optimum for
this criterion is a NP-Hard problem and even finding a good lower bound is difficult
[1]. The best exact approach for clustering with this criterion is based on Integer Linear
Programming (ILP) and column generation [2].

On the other hand, since this last decade, user-defined constraints have been inte-
grated to clustering task to make it more accurate, leading to Constrained Clustering.
User constraints usually make the clustering task harder. The extension to user con-
straints is done either by adapting classic algorithms to handle constraints or by mod-
ifying distances between objects to take into account constraints [30, 4, 9]. Recently
an exact approach has been proposed, which aims at finding an optimal solution for
the WCSS criterion satisfying all the user constraints [3]. This approach extends the
method based on ILP and column generation [2]. It integrates different kinds of user
constraints but only handle the WCSS criterion.



Recently general and declarative frameworks for Data Mining have attracted more
and more attention from Constraint Programming (CP) and Data Mining communities
[11, 16,28, 3]. In our previous work [7, 8] we have proposed a general framework based
on CP for Constrained Clustering. Different from classic algorithms that are designed
for one specific criterion or for some kinds of user constraints, the framework offers
in a unified setting a choice among different optimization criteria and a combination
of different kinds of user constraints. It allows to find a global optimal solution that
satisfies all the constraints if one exists. Classic heuristic algorithms can quickly find
a solution and can scale on very large datasets, however they do not guarantee the
satisfaction of all the constraints or the quality of the solution. A declarative and exact
approach allows a better understanding of the data, which is essential for small valuable
datasets that may take years to collect. In order to make the CP approach efficient, it is
important to invest in dedicated global constraints for the clustering tasks [8].

In this paper we propose a global optimization constraint wess to represent the
WCSS criterion. We propose a method based on dynamic programming to compute
a lower bound and develop a filtering algorithm. The filtering algorithm filters not only
the objective variable, but also the decision variables. The constraint extends our frame-
work to the WCSS criterion. Experiments on classic datasets show that our approach
based on CP outperforms the state-of-the-art approach based on ILP and column gen-
eration that handles user constraints [3].

Outline. Section 2 gives preliminaries on constrained clustering and reviews related
work on existing approaches. Section 3 presents the framework based on CP and in-
troduces the constraint wess. Section 4 presents our contributions: the computation of
a lower bound and the filtering algorithm for the constraint wcss. Section 5 is devoted
to experiments and comparisons of our approach with existing approaches. Section 6
discusses perspectives and concludes.

2 Preliminaries

2.1 Constrained Clustering

A clustering task aims at partitioning a given set of objects into clusters, in such a
way that the objects in the same cluster are similar, while being different from the
objects belonging to other clusters. These requirements are usually expressed by an
optimization criterion and the clustering task consists in finding a partition of objects
that optimizes it. Let us consider a dataset of n objects O and a dissimilarity measure
d(o,0") between any two objects 0,0’ € O (d is defined by the user). A partition A of
objects into k classes C1, ..., Cy is such that: (1) Ve € [1,k]', C. # 0, 2) U.C. = O
and (3) Ve # ¢/, C. N Cr = (. The optimization criterion may be, among others:

— Maximizing the minimal split between clusters, where the minimal split of a parti-
tion A is defined by: S(A) = min.eep k) Minoec,,0rec,, d(o,0").

— Minimizing the maximal diameter of clusters, which is defined by:
D(A) = maxe k) Max,, o ec, d(0,0").

! For integer value we use [1, k] to denote the set {1, .., k}.



— Minimizing the Within-Cluster Sum of Dissimilarities, which is defined by:
1
WCSD(A) = > 5 > do,0)
c€[l,k] o0,0€C.
— Minimizing the Within-Cluster Sum of Squares:

WCSS(A)= > Y d(o,me)

CE[I,k] oeC.

where for each ¢ € [1, k], m,. is the mean (centroid) of the cluster C.. and d(o, m.)
is defined by the squared Euclidean distance ||o — m.||>. When the dissimilarity
between objects is defined by the squared Euclidean distance d(o0, 0') = [|lo — o||?,
we have [12, 18]:

% ZO,O’ECC d(O, 0/)
(&

WCSS(A) = Y

c€[1,k]

All these criteria except the split criterion are NP-Hard (see e.g. [14] for the diameter
criterion, [1] for WCSS, or concerning WCSD, the weighted max-cut problem, which
is NP-Complete, is an instance with k£ = 2). Most of classic algorithms use heuristics
and search for a local optimum [17]. For instance the k-means algorithm finds a local
optimum for the WCSS criterion or FPF (Furthest Point First) [14] for the diameter
criterion. Different optima may exist, some may be closer to the one expected by the
user. In order to better model the task, user knowledge is integrated to clustering task. It
is usually expressed by constraints, leading to Constrained Clustering. User constraints
can be cluster-level, giving requirements on clusters, or instance-level, specifying re-
quirements on pairs of objects. The last kind, introduced in [29], is the most used. An
instance-level constraint on two objects can be a must-link or a cannot-link constraint,
which states that the objects must be or cannot be in the same cluster, respectively.

Different kinds of cluster-level constraints exist. The minimal (maximal) capac-
ity constraint requires that each cluster must have at least (at most, resp.) a given «
(0, resp.) objects: Ve € [1,k], |Cc| > « (resp. Ve € [1,k], |C.] < (). A diam-
eter constraint sets an upper bound 7 on the cluster diameter: Ve € [1,k],Vo,0 €
C., d(o,0") < 7. A split constraint, named J-constraint in [9], sets a lower bound
0 on the split: Ve # ¢ € [1,k], Yo € C.,0 € Cu,d(0,0') > 6. A density con-
straint, which extends e-constraints in [9], requires that each object o must have in its
neighborhood of radius € at least m objects belonging to the same cluster as itself:
Ve € [1,k],Yo € Ce, 301, .., 0m € Cey0; # 0 Nd(o,0;) <e.

User-constraints can make the clustering task easier (e.g. must-link constraints) but
usually they make the task harder, for instance the split criterion that is polynomial
becomes NP-Hard with cannot-link constraints [10].

2.2 Related Work

We are interested in constrained clustering with the WCSS criterion. The clustering task
with this criterion is NP-Hard [1]. The popular k-means algorithm finds a local optimum



for this criterion without user constraints. This algorithm starts with a random partition
and repeats two steps until a stable state: (1) compute the centroid of the clusters, (2)
reassign the objects, where each one is assigned to the cluster whose centroid is the
closest to the object. The found solution thus depends on the initial random partition.
Numerous heuristic algorithms have been proposed for this criterion, see e.g. [27] for
a survey. Exact methods are much less numerous than heuristic. Some of them are
based on branch-and-bound [20, 6] or on dynamic programming [19,23]. An algorithm
based on Integer Linear Programming (ILP) and column generation is proposed in [22].
This algorithm is improved in [2] and to our knowledge, it is the most efficient exact
approach. It can handle datasets up to 2300 objects with some heuristics [2], but it does
not handle user constraints.

The COP-kmeans algorithm [30] extends the k-means algorithm to handle must-
link and cannot-link constraints and tries to satisfy all of them. This algorithm changes
k-means in step (2): it tries to assign each object to the cluster whose centroid is the
closest, without violating the user constraints. If all the possible assignments violate a
user constraint, the algorithm stops. This is a greedy and fast algorithm without back-
track, but it can fail to find a solution that satisfies all the user constraints, even when
such a solution exists [10]. Another family of approaches tries to satisfy only most of
the user constraints. The CVQE (Constrained Vector Quantization Error) algorithm [9]
or an improved version LCVQE [24] extend the k-means algorithm to must-link and
cannot-link constraints by modifying the objective function.

Recently, a general framework, which minimizes the WCSS criterion and which
can handle different kinds of user constraints has been developed [3]. This framework
extends the approach [2] based on ILP and column generation. It allows to find a global
optimum and which satisfies all the user constraints. Due to the choice of variables in
the linear program, the framework is however specified for this very criterion and does
not handle other optimization criteria.

In our previous work, we have developed a general framework based on Constraint
Programming for Constrained Clustering [7, 8]. This framework offers a choice among
different optimization criteria (diameter, split or WCSD) and integrates all popular
kinds of user constraints. Moreover, the capacity of handling different optimization
criteria and different kinds of user constraints allows the framework to be used in bi-
criterion constrained clustering tasks [8]. In this paper we extend this framework to
integrate the WCSS criterion.

3 Constraint Programming Model

We are given a collection of n points and a dissimilarity measure between pairs of
points ¢, j, denoted by d(4, j). Without loss of generality, let us suppose that points are
indexed and named by their index (1 represents the first point). In [8] we have presented
a CP model for constrained clustering, which integrates the diameter, split and WCSD
criteria. We present an extension of this model to the WCSS criterion.

In this model the number of clusters k is not set, but only bounded by k,,;, and
kmaz (kmin < k < kimaz). The values k,;, and k4. are set by the user. If the user
needs a known number k of clusters, all he has to do is to set ki, = kyae = k. The



clusters are identified by their index, which is a value from 1 to k£ for a partition of
k clusters. In order to represent the assignment of points into clusters, we use integer

value variables G, ..., G, each one having as domain the set of integers [1, kyqz]-
An assignment GG; = c expresses that point ¢ is assigned to the cluster number c. Let G
be [G1,...,Gy]. To represent the WCSS criterion, we introduce a float value variable

V, with Dom(V') = [0, c0).

3.1 Constraints

Any complete assignment of the variables in G defines a partition of points into clusters.
In order to break symmetries between the partitions, we put the constraint precede(G,
[1,..., kmaz]) [21], which states that G; = 1 (the first point is in cluster 1) and Ve €
(2, kmaz), if there exists G; = ¢ with ¢ € [2,n], then there must exists j < ¢ such that
G; = ¢ — 1. Since the domain of the variables G is [1, ky,q4), there are at most ky,qq
clusters. The fact that there are at least k,,,;,, clusters means that all the values from 1 to
kmmin must appear in G. We only need to require that k,,,;,, must appear in G, since with
the use of the constraint precede, if k,,;,, is taken, then k,.;, — 1, kipinn — 2,..., 1 are
also taken. This means #{i | G; = kmmin} > 1 and can be expressed by the constraint:
atleast(1,G, kmin)-

Instance-level user constraints can be easily integrated within this model. A must-
link constraint on two points i, j is expressed by G; = G; and a cannot-link constraint
by G; # G;. All popular cluster-level constraints are also integrated. For instance, a
minimal capacity « constraint is expressed by the fact that each point must be in a
cluster with at least « points including itself. Therefore, for each i € [1,n], the value
taken by G; must appear at least « times in G, i.e. #{j | G; = G;} > «. For each
i € [1,n], we put: atleast(o, G, G;). This requirement allows to infer an upper bound
on the number of clusters. Indeed, G; < |n/«], for all i € [1,n]. For other kinds of
user constraints, such as maximal capacity, diameter or density constraints, we refer the
reader to [8].

In order to express that V' is the within-cluster sum of squares of the partition
formed by the assignment of variables in G, we develop a global optimization con-
straint wess(G, V, d). The filtering algorithm for this constraint is presented in Section
4. The value of V is to be minimized.

3.2 Search Strategy

The branching is on the variables in G. A mixed strategy is used with a branch-and-
bound mechanism. A greedy search is used to find the first solution: at each branching,
a variable G; and a value ¢ € Dom(G;) such that the assignment G; = ¢ increases V'
the least are chosen. The value of V' at the first found solution gives an upper bound
of the domain of V. After finding the first solution, the search strategy changes. In
the new strategy, at each branching, for each unassigned variable G;, for each value
¢ € Dom(G;) we compute the value a;., which is the added amount to V' if point i is
assigned to cluster c. For each unassigned variable G, let a; = min ¢ pom(a;,) @ic- The
value a; thus represents the minimal added amount to V' when point ¢ is assigned to a
cluster. Since each point must be assigned to a cluster, at each branching, the variable G;



with the greatest value a; is chosen, and for this variable, the value ¢ with the smallest
value a;. is chosen. Two branches are then created, corresponding to two cases where
G, = cand G; # c. This strategy tends to detect failure more quickly or in case of
success, to find a solution with the value of V' as small as possible.

4 Filtering Algorithm for WCSS

We consider that the objects are in an Euclidean space and the dissimilarity measure is
defined by the squared Euclidean distance. The sum of dissimilarities of a cluster C. is
defined by WCSD(C,) = 1 > o0cc, 4(0,0"). The sum of squares of C, is defined
by WCSS(C.) = ‘C—ICIWC’SD(CC). The WCSS of a partition A = {C4,...,Cy}is
WCSS(A) = Zce[m] wCSS(C.).

We introduce a new constraint wess(G, V, d) and develop a filtering algorithm. This
constraint maintains the relation that the float value variable V' is the sum of squares of
the clusters formed by the assignment of the decision variables of G, given a dissimilar-
ity measure d. Given a partial assignment of some variables in G, we develop a lower
bound computation for V' and an algorithm to filter the domains of the variables. Since
the variable V represents the objective function, this constraint is a global optimization
constraint [13,26]. The filtering algorithm filters not only the domain of the objective
variable V, but also the domain of decision variables in G.

A partial assignment of variables of G represents a case where some points have
been already assigned to a cluster and there are unassigned points. Let & = max{c |
¢ € |J, Dom(G;)}. The value k is the greatest cluster index among those remaining in
all the domains Dom(G;) and thus it is the greatest possible number of clusters in the
partition. Let C be the set of clusters C', ..., C}. Some of these clusters can be empty,
they correspond to indexes that remain in some non-singleton domains Dom(G;) but
not in a singleton domain. For each cluster C,, let n. be the number of points already
assigned to C.. (n. > 0) and let S;(C..) be the sum of dissimilarities of all the assigned
points in Ce: S1(Ce) = 3 >ijec, A4, j). Let U be the set of unassigned points and let
q=U].

4.1 Lower Bound Computation

We compute a lower bound of V' considering all the possibilities for assigning all the
points in U into the clusters C, . .., Cj. This is done in two steps:

1. For each m € [0,¢] and ¢ € [1,k], we compute a lower bound V (C,.,m) of
WCSS(C.) considering all possible assignments of m points of U into C..

2. For each m € [0,¢] and ¢ € [2, k], we compute a lower bound V(C} ...C.,m) of
WCSS({C1,..,C.}) considering all the possibilities for assigning any m points
of U into the clusters C1, ..., C..

Existing branch-and-bound approaches [20, 6] are also based on the computation of a
lower bound. However, these algorithms only make use of dissimilarities between the
unassigned points. In our lower bound computation, we exploit not only dissimilarities



between the unassigned points, but also the dissimilarities between unassigned points
and assigned points. The computation is achieved by Algorithm 1. The two steps are
detailed below.

Algorithm 1: Lower_bound()

input : a partial assignment of G, a set U = {4 | G; unassigned}, ¢ = |U]|
output: a lower bound of the sum of squares V'
foreach z € U do
for c < 1to k do
if c ¢ Dom(Gy) then sz, c] «+ oo
L else sa[z,c] «— 0;

B W N =

5 foreach v € [1,n] such that |Dom(G,)| = 1 do

6 L if val(G,) € Dom(G.) then s3[x,val(Gy)] = s2[z,val(Gy)] + d(z,v);
7 sort u € U in the increasing order of d(z, u)

8 s3[x,0] «— 0

9 for m «— 1to g do

10 L ss[z,m] «— s3z[x,m — 1] + d(z, um)/2

11 for c < 1to k do

12 for m <« 0 to g do

13 foreach z € U do

14 L slz] = s2(x, ¢) + s3(z,m)

15 sort the array s increasingly

16 Sa(Ceym) — D" sli]

17 ifnc+m =0thenV(C.,m) — 0;

18 else

19 L V(Ce,m) — (S1(Ce) + S2(Ce,m))/(ne +m)

20 for c — 2to k do

21 V(C:1..C.,0) «— V(C1..Cc21,0) + V(C:, 0)

22 for m «— 1to gdo

23 L Z(Cl..Cc, m) “— minie[oym] (K(Cl..Cc,l,i) + K(CC, m — ’L))

4 return V (C4..Ck, q)

8

Assignment of any m points of U into a cluster C.. If we choose a subset U’ C U with
|U’| = m and we assign the points of U into the cluster C., the sum of squares of C..
after the assignment will be:

S1(Ce) + S2(C., U”)

Ne +mMm

V(C.,U") =

Here S1(C.) is the sum of dissimilarities of the points already assigned in C. and
S2(C,, U') is the sum of dissimilarities related to points in U’. The value of S;(C.) is



known. If the set U’ is known the value Sy(C., U’) can be computed exactly by:

S2(C,,U") = Z d(u,v)—i—% Z d(u,v)

uelU’ wel, u,vel’

But S2(C¢, U’) remains unknown while U’ is not defined. However, for any subset U’
of size m, we can compute a lower bound S5(C., m) as follows. Each point z € U,
in case of assignment to the cluster C,. together with other m — 1 points of U, will
contribute an amount s(z, ¢, m) = sa(x, ¢) + s3(x, m), where:

- sa(x, ¢) represents the sum of dissimilarities between x and the points already in
the cluster C.. If ¢ € Dom(G,,) then s3(x, ¢) = +00, since x cannot be assigned
to C.. Otherwise s3(z,¢) = >, .. d(z,v). This value sz(x, c) is 0 if the cluster
C. is empty. It is computed by lines 2-6 in Algorithm 1.

— s3(x, m) represents a half of the sum of dissimilarities d(z, z), for all the m — 1
other points z. These points z can be any points in U, however, if we order all
the points « € U in an increasing order on d(z,u) and we denote by w; the i-th
point in this order, we have a lower bound for s3(z, m) (lines 7-10 in Algorithm

1): s3(z,m) > %ZZ’;I d(z, u;).

A lower bound S5(C.,m) is thus the sum of the m smallest contributions s(z, ¢, m)
(represented by s[z] in Algorithm 1, for fixed values ¢ and m), for all points = € U.
The lower bound V (C.,m) is 0 if n. + m = 0 or otherwise is computed by:

V(Coim) = 51(0031+%n200,m) "

This is computed for all ¢ € [1, k] and m € [0, ¢] (lines 11-19 in Algorithm 1).
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Fig. 1. Example: (A) partial assignment, (B) dissimilarities used in S2(C'3, 2)

For an example, let us consider the partial assignment given in Figure 1 (A) where
k = 3 and some points have been assigned into 3 clusters C (square), C5 (triangle) and
Cj (circle). The set of unassigned points U is {3,4,8,9}. A lower bound V (Cj, 2) for
the sum of squares of C'5 in case of assignment of any 2 points of U into C'3 is computed



by Formula (1), with n, = 3 and m = 2. In this formula, S;(C3) = d(10,11) +
d(11,12) 4 d(10,12) and S5(C3,2) is the sum of the 2 smallest contributions to C3
among those of all the unassigned points. They are the contributions of points 4 and 9.
Figure 1 (B) presents the dissimilarities used in the computation of S5(Cs, 2). For the
contribution of point 4, we make use of one (= m — 1) smallest dissimilarity from point
4 to the other unassigned points, which is d(4, 3). Idem for point 9, where d(9, 8) is
used. Let us note that the contribution of each point is computed separately, in order to
avoid combinatory cases. Therefore d(4,9) is not used, even though points 4 and 9 are
assumed to be assigned to C's.

Assignment of any m points of U into c clusters C1, .., C.. Any assignment of m points
to c clusters is expressed by an assignment of some ¢ points to the first c — 1 clusters and
the remaining m — ¢ points to the last cluster. Reasoning only on the number of points
to be assigned, we always have the following relation:

V(Cy..Ceym) > rr[%)in ](V(Cl..Cc,hi) + V(Ce,m — 1))
i€[0,m

A lower bound V (C..C., m) therefore can be defined by:

K(Cl..CC, m) = ien[%Ji_Irln](K(Cl“CC_h Z) + K(CC, m — Z)) 2)

This is computed by a dynamic program for all ¢ € [2

, k] and m € [0, g] (lines 20-23
in Algorithm 1). Let us notice that with (2), for all ¢ € [1

k] and m € [0, q]:

V(Cy..C.om) = m1+n}ri71111 7m(Z(C’1, mi) + -+ V(Ceyme)) 3)
Let us reconsider the example given in Figure 1. The value V(C;..C3,4) computed by
(2) corresponds to the case V(C;..Cy, 1) + V(Cs, 3), i.e when one point is assigned to
the clusters C, C5 and 3 points are assigned to C5. The value V (C;..Cs, 1) corresponds
to the case V (C1,0) + V(Cs,1). The value V(Cs,1) corresponds to the case where
point 4 is assigned to cluster Cs and V (C5, 3) to the case where points 4, 8 and 9 are
assigned to cluster C's. We note that in this lower bound, point 4 is considered twice
and point 3 is not considered.

Concerning the complexity, the complexity of the first loop (lines 1-10) is O(q(k +
n+qlogq+q)) = O(¢?log q + qn). The complexity of the second loop (lines 11-19)
is O(kq(q+ qlogq)) = O(kq?log q) and the complexity of the last loop (lines 20-23)
is O(kq?). The complexity of Algorithm 1 is then O(kq? log g + qn). Let us notice that
in clustering tasks, the number of clusters & is usually constant or much smaller than n.

4.2 Filtering Algorithm

The filtering algorithm for the constraint wess(G, V, d) is presented in Algorithm 2,
given a partial assignment of variables in G. The value V(C}..Cy, q) in Algorithm 1
represents a lower bound for the sum of squares V/, for all possible assignments of all
the points in U into the clusters C, . . ., Cy. Let [V.1b, V.ub) be the actual domain of V,



where V.Ib is the lower bound, which can be initially 0, and V.ub is the upper bound,
which can be either 400 or the value of V' in the previous solution. The upper bound is
strict since in a branch-and-bound search the next solution must be strictly better than
the previous solution. The lower bound V.[b is then set to max(V.lb, V(C;..Cy, q)). We
present below the filtering of unassigned decision variables in G.

For each value ¢ € [1, k], for each unassigned variable G, if ¢ € Dom(G;), with
the assumption of assigning point ¢ into the cluster C., we compute a new lower bound
of V. Let C/, be the cluster C. U {i} and let ' = {C; | I # ¢} U {C.}. A new lower
bound V’ of V is the value V(C’, ¢ — 1), since there still remain g — 1 points of U\{i}
to be assigned to the k clusters. According to (2):

K(Cl>q - 1) = min (K(CI\{CQ}’ m) +K(Céa q— 1- m))

me(0,q—1]

For all m € [0, ¢ — 1], we revise the lower bounds V (C'\{C.}, m) and V.(C., m) by
exploiting informations constructed by Algorithm 1. The revision will be detailed in
the remainder of this subsection. The new lower bound V' is computed by line 8 of
Algorithm 2. Therefore, since Dom(V) = [V.lb, V.ub), if V' > V.ub, the variable
G; cannot take the value c. The value ¢ is then removed from Dom(G;) (lines 9-
10). The complexity of Algorithm 2 is the complexity of computing the lower bound
O(kq?log q + gn) plus the complexity of the loop (lines 2-10) O(kq?). The overall
complexity therefore is O(kq?log q + qn).

Algorithm 2: Filtering of wess(G, V, d)
input : a partial assignment of G, a set U = {3 | G; unassigned}, ¢ = |U]|
1 V.Ib — max(V.lb, Lower_bound())
2 forc +— 1to k do
3 form — Otog— 1do
4 L v(C"\{C.},m) — maXy, cjo,q—m] (V.(C,m + m') = V(Ce,m'))

5 foreach i € U such that c € Dom(G;) do

6 form — Otog— 1do

7 | V(ClLm) — ((ne + m)V(Ce,m) + s2(i, ) + s3(i,m))/(ne +m+ 1)
8 V' — minep,q—1(V(C'\{C},m) + V(Ci,q — 1 — m))

9 if V' > V.ub then

10 L remove ¢ from Dom/(G;)

Computing V(C",m). Letus recall that C", is the cluster C, augmented by point ¢, and
V(C’,m) is the lower bound of the sum of squares of C’, after adding any m points of
U\{é} into C". According to (1):

51(Ce) + S2(Ce,m)
ne+14+m

K(Cé’ m) =



We have S1(C}) = S1(C.) + s2(i,c). The value of Sy(C,m) can be revised from
S2(Ce,m) by:
S5(Ce,m) = S5(Ce,m) + s3(i,m)

According to (1), we have (line 7 of Algorithm 2):

(ne + m)V(Ceym) + s2(i, ¢) + s3(i,m)
ne+m+1

K(C(l’v m) =

Computing V. (C'\{C".}, m). This value represents a lower bound of the sum of squares
for any assignment of m points in U\ {¢} into the clusters different from C”. According
to (3), for all ¢’ € [m, q]:

V(€ q) =  min (L(C\{Cc}m)+V(Ccm))

so for all ¢’ € [m, ¢] and with m + m’ = ¢/, we have:
V(C,m+m') < V(C\{Cc},m)+V(Cc,m')
which corresponds to:
V(C\{Ce},m) 2 V(C.m + m') = V(Ce,m)
Since m < ¢’ < gand m +m' = ¢, we have 0 < m’ < g — m. We then have:

ve\{C.},m)> max (V(C,m+m')—V(C.,m"))

m’€[0,q—m]

We also have:

v(eh{Cet,m) = V(C\{Cc},m)

since C'\{C”} and C\{C.} denote the same set of clusters, V (C'\{C.}, m) is computed
for any m points of U\{i}, while V.(C\{C.}, m) is computed for any m points of U.
Therefore we can exploit the columns computed by the dynamic program in Algorithm
1 to revise a new lower bound (line 4 in Algorithm 2):

Vc\{C.},m)= max (V(C,m+m')—V(C.,m))

m’€[0,q—m]

S Experiments

Our model is implemented with Gecode library version 4.2.72, which supports float
and integer variables. Experiments have been performed on a 3.0 GHz Core i7 In-
tel computer with 8 Gb memory under Ubuntu. All our programs are available at
http://cpd4clustering.com. We have considered the datasets Iris, Soybean and
Wine from the UCI Machine Learning Repository>. The number of objects and the num-
ber of classes are respectively 150 and 3 for Iris, 47 and 4 for Soybean and 178 and 3

http://www.gecode.org
3http://archive.ics.uci.edu/ml



for Wine dataset. We compare our model with the approach proposed in [3], based on
Integer Linear Programming and column generation and optimizing WCSS criterion
with user constraints. Our approach is also compared to COP-kmeans [30] that extends
k-means algorithm to integrate user constraints and to Repetitive Branch-and-Bound
Algorithm (RBBA) [5], without user constraints, since this algorithm is not able to han-
dle them.

In MiningZinc, a modeling language for constraint-based mining [15], it is shown
that clustering with the WCSS criterion can be modeled*. The model can be translated to
different backend solvers including Gecode. However, because of the intrinsic difficulty
of the WCSS criterion, this example model cannot handle 14 points randomly selected
from Iris dataset within 30 min, whereas our model takes 0.01s to solve them.

5.1 Optimizing WCSS in Presence of User Constraints

The most widespread constraints in clustering are must-link or cannot-link constraints,
since they can be derived from partial previous knowledge (e.g. cluster labels known
for a subset of objects). Therefore we choose these two kinds of constraints in the ex-
periments. To generate user constraints, pairs of objects are randomly drawn and either
a must-link or a cannot-link constraint is created depending on whether the objects be-
long to the same class or not. The process is repeated until the desired number for each
kind of constraints is reached. For each number of constraints, five different constraint
sets are generated for the tests. In each test, we compute the WCSS value, the Rand
index of the solution compared to the ground truth partition and the total run-time. The
Rand index [25] measures the similarity between two partitions, P and P*. It is defined
by RI = (a + b)/(a + b+ ¢ + d), where a and b are the number of pairs of points
for which P and P* are in agreement (a is the number of pairs of points that are in the
same class in P and in P*, b is the number of pairs of points that are in different classes
in P and in P*), ¢ and d are the number of pairs of points for which P and P* disagree
(same class in P but different classes in P* and vice versa). This index varies between
0 and 1 and the better the partitions are in agreement, the closer to 1. Since experiments
are performed on 5 sets of constraints, the mean value p and the standard deviation o
are computed for run-time and RI. A timeout is set to 30 min. A minus sign (-) in the
tables means that the timeout has been reached without completing the search. Since the
ground truth partition is used to generate user constraints, experiments are done with k
equal to the ground truth number of classes for each dataset.

Table 1 gives results for our model (CP) and for the approach based on ILP and
column generation (ILP) [3] for the Iris dataset with different numbers #c of must-
link constraints. For both the execution time and the Rand index, the mean value of the
five tests and the coefficient of variation (o /) are reported. Since the two approaches
are exact, they find partitions having the same WCSS value. It can be noticed that must-
link constraints help to improve quality of the solution as well as to reduce the execution
time for this dataset. Our approach can find a global optimal without user constraints,
whereas ILP approach needs at least 100 must-link constraints to be able to prove the
optimality. With more than 100 must-link constraints, our approach always takes less

*http://inductiveconstraints.eu/miningzinc/examples/kmeans.mzn



time to complete the search. Our approach is also more efficient to handle must-link

#c CP ILP RI
1 o/pl  p o/u b o/u

0] 888.99 0.83%| - 10879 0%

50| 332.06 78.96 %| - -1 0.940 1.66 %
100]  7.09 40.18%| 62 74.24%| 0.978 1.68 %
150  0.31 36.39 %| 0.45 44.55%| 0.989 0.66 %
2000  0.07 24.83%| 0.11 48.03 %| 0.992 0.66 %
250/  0.05 10.63 %| 0.06 35.56 %| 0.996 0.70 %
300 0.04 9.01%| 0.04 19.04 %| 0.998 0.35 %

Table 1: Time (in seconds) and RI for Iris dataset with #c¢ must-link constraints

and cannot-link constraints. Table 2 (left) reports mean execution time in seconds for
the five tests and the coefficient of variation o /u. In each case, the same number #c of
must-link and cannot-link constraints are added. We can see that when #c¢ < 75, our
approach can complete the search within the timeout and in the other cases, it performs
better than ILP. Concerning the Wine dataset, the two approaches cannot prove the
optimality of the solution in less than 30 min, when there are less than 150 must-link
constraints, as shown in Table 2 (right).

#e CP ILP
7 o/pl  p o/p 7o P ILP
25[ 969.33 5198 %| - -
150 6.84 12.98
50| 4385 46.67%| - -
200 0.11 032
75 497 150%| - - 550 008 011
100 041  498%| 107 72.35% 300 008 005
125/ 009 52.07%| 44 95.85% : :
150 006 22.6%| 0.8 50 %

Table 2: Time in seconds for Iris dataset with #c must-link and #c cannot-link con-
straints (left) and Wine dataset with #c must-link constraints (right)

Our CP approach makes better use of cannot-link constraints, as shown in Table 3.
This table reports the mean time in seconds and the percentage of tests for which each
system completes the search within the timeout. The execution time varies a lot, de-
pending on the constraints. If we consider the Iris database, Table 3 (left) shows that
our model is able to find an optimal solution and to prove it for roughly 60 % cases,
wheres ILP can solve no cases. If we consider the Wine dataset, Table 3 (right) shows
that when 100 must-link and 100 cannot-link constraints are added, CP can solve all the
cases, whereas ILP cannot solve them. When 125 must-link constraints and 125 cannot-



link constraints are added, both approaches can solve all the cases, but our approach is
less time-consuming.

e CP ILP
w solved| p solved
50/ 114686 20%| - 0% e CPgolve 4 Ileolve 4
100| 71953 80%| - 0% Ll L
100[ 10.32 100 % 0%
150 40477 60%| - 0%
125 035 100 %|497.6 100 %
20011130.33 - 40%| - 0% 150| 0.12 100 %| 13.98 100 %
250| 17281 60%| - 0% : 1 ~
3000 74364 60%| - 0%

Table 3: Iris dataset with #c cannot-link constraints (left) and Wine dataset with #c
must-link and #c cannot-link constraints (right)

Experiments with the Soybean dataset lead to the same observations. With a number
of must-link constraints varying from 10 to 80, the mean run-times for both CP and ILP
approaches decrease from 0.3 s to 0.01 s. However, with different numbers of cannot-
link constraints, CP always outperforms ILP approach. For instance, the mean time is
5.19 s (CP) vs. 278.60 s (ILP) with 20 cannot-link constraints, or 2.5 s (CP) vs. 126 s
(ILP) with 80 cannot-link constraints.

5.2 Comparisons with COP-kmeans and RBBA

RBBA [5] is based on a repetitive branch-and-bound strategy and finds an exact solution
for WCSS. This algorithm takes 0.53 s to find and prove the optimal solution for the
Iris dataset and 35.56 s for the Wine dataset. But it does not handle user constraints.
Concerning the quality of the lower bound, when most of the points are unassigned, the
lower bound of RBBA is better than ours. However when more points are assigned to
the clusters, our lower bound can be better than the lower bound of RBBA.

On the other hand, COP-kmeans algorithm [30] extends k-means algorithm to must-
link and cannot-link constraints. This algorithm is based on a greedy strategy to find a
solution that satisfies all the constraints. When there are only must-link constraints,
COP-kmeans always finds a partition satisfying all the constraints, which is a local
optimum of WCSS. Nevertheless, when considering also cannot-link constraints, the
algorithm may fail to find a solution satisfying all the constraints, even when such a
solution exists.

We perform the same tests, but for each set of constraints, COP-kmeans is run 1000
times and we report the number of times COP-kmeans has been able to find a parti-
tion. Figure 2 (left) shows the percentage of successes when cannot-link constraints are
added. With the two datasets Iris and Wine, COP-kmeans fails to find a partition when
150 constraints are added. Our CP model always find a solution satisfying all the con-
straints. For Iris dataset, our model succeeds in proving the optimality for roughly 60 %
cases (Table 3 left).



Figure 2 (right) gives the results when #c must-link and #c cannot-link constraints
are added. For Wine dataset, COP-kmeans always fail to find a partition when #c = 75,
125 or 150. Our CP approach finds a solution satisfying all the constraints in all the
cases. It completes the search in all the cases for Iris dataset, as shown in Table 2 (left),
and in all the cases where #c > 100 for Wine dataset, as shown in Table 3 (right).

100

’ .
2 2
8 50 @ 50
S 3
3
@ ?
X X

0 0

100 200 300 50 100 150
#CL #c

Fig. 2. COP-kmeans with cannot-link (left), with #c must-link and #c cannot-link constraints
(right)

6 Conclusion

In this paper we address the well-known WCSS criterion in cluster analysis. We develop
a new global optimization constraint wcss and present a filtering algorithm, which fil-
ters not only the domain of the objective variable but also those of decision variables.
This constraint integrated to our CP framework [7, 8] extends it to model constrained
minimum sum of squares clustering tasks. Experiments on classic datasets show that
our framework outperforms the state-of-the-art best exact approach, which is based on
Integer Linear Programming and column generation [3].

Working on search strategies and on constraint propagation enables to improve sub-
stantially the efficiency of our CP model. We continue studying these aspects to make
the framework able to deal with larger datasets. We are working on exploiting user
constraints inside the filtering algorithm, either by using connected components or by
modifying the dissimilarities according to the user constraints. We exploit the flexibil-
ity of the CP framework to offer a choice between exact or approximate solutions, by
studying the use of approximate search strategies, such as local search methods.
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